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What we’ll cover

● Important background info

● The goals of mech interp

● Some interesting case studies

● Theoretical framings of the field

● A promising future



Where did this field come from

● Aims to address increasingly urgent demands for AI safety

● Trustworthiness, reliability, regulatory compliance

● Possibility of enhancing human discovery







Goals of the field

● Develop a theoretical science of neural networks

● Give us tools to implement safety protocols in AI deployment

● Allow us to evaluate models and their capabilities

● Help us to develop mathematically verifiable safety guarantees



Some approaches that people have taken

● Finding where and how knowledge is stored in the network 

● Reverse engineering NNs 

● Solving superposition 



ROME paper





Exhibiting a phase change







The algorithm:





Training a sparse autoencoder

● Taking a 512 neuron MLP and breaking it down into its features

● They use a sparse autoencoder with over 100000 neurons to reproduce the 

outputs of the original MLP

● We can then analyse each of those 100000 neurons to understand individual 

features 





Speculative claims

● The algorithms that underlie neural network outputs are fundamentally simple 

and we can learn new things from them.

● Neurons may not be the fundamental information unit of NNs. (Wrong 

ontology)

● Mechanistic interpretability is the inverse of KR. 



Okay, but what’s my research about?

● Investigating the objectives of agents

● Can we robustly detect the objectives across environments or architectures?

● Investigating detection of other agents in multi-agent RL systems

● Can we reverse engineer the ways agents perceive each other



Sources

● https://rome.baulab.info/
● https://www.lesswrong.com/posts/N6WM6hs7RQMKDhYjB/a-mechanistic-inte

rpretability-analysis-of-grokking#Key_Claims
● https://transformer-circuits.pub/2023/monosemantic-features
● https://www.lesswrong.com/posts/FDrgcfY8zs5e2eJDd/charbel-raphael-and-l

ucius-discuss-interpretability

https://rome.baulab.info/
https://transformer-circuits.pub/2023/monosemantic-features
https://www.lesswrong.com/posts/FDrgcfY8zs5e2eJDd/charbel-raphael-and-lucius-discuss-interpretability
https://www.lesswrong.com/posts/FDrgcfY8zs5e2eJDd/charbel-raphael-and-lucius-discuss-interpretability


Giving thanks

● Open Philanthropy

● Long Term Future Fund

● Shocklab at UCT

● Equiano Institute

https://www.equiano.institute/


Let’s keep in touch

https://forms.gle/9TFbJTrXEmvnvwM17


